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Disclaimer

Use of Al in this presentation:

All human

Collaborator

Machine-Led

Note: At times, when using PowerPoint, Microsoft CoPilot often tries to take credit for the image
(even if we are not using it for layout design).

Icons: Taken from the report “lcons for Human—Machine Collaboration (HMC)": Visual
Standards for Research and Publications” from the Dubai Future Foundation.
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1.

Overview

The objective of this paper is to highlight the implications of decisions made
about developing, investing, adopting, promoting, and using artificial intelli-
gence systems (AIS). The term AIS is preferred to artificial intelligence (Al) be-
cause it encompasses the combined contributions of hardware, software, data,
and human endeavor—namely, purpose, skills, and resources. Using a systems
perspective and human-centered design thinking, we reinforce some of our find-
ings from the Science Summit 2025 held alongside the United Nations General
Assembly on September 15, 2025, titled “Responsible Al: Policy & Governance.”
This paper offers a transdisciplinary perspective on the global guardrails that Al
policymakers must establish, given that the pace of Al adoption continues to
outpace policy development.

A systems perspective to AIS is needed as the technology spans industries,
has impacts across societies, and the planet at a global scale. Further, since
government policy is and should at a fundamental level be about ALL people,
we take a human-centered design thinking approach. Building responsible Al
requires the engagement of all stakeholders—the government, private sector,
intergovernmental organizations (IGOs), nongovernmental organizations
(NGOs), academia, civil society, and individuals—to understand AIS’ strengths
and limitations. Because AIS governance must be co-created, a whole-of-society
approach to Al literacy and active stakeholder participation is essential.
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2.

Background

If there were a single inflection point for AlS, it would be its widespread adoption
following the COVID-19 pandemic. Two dominant narratives shape public
discourse: one warns that Al is fraught with risks while the other promises that
Al will solve humanity's most intractable problems. The truth lies somewhere
in between. According to the UN Trade and Development report,! the global
Al market is projected to reach $4.8 trillion by 2033—twenty-five times its size
a decade ago. The exponential growth of Al usage has expanded not only
opportunities but also the likelihood of system failures and associated risks,
as noted by the Organisation for Economic Co-operation and Development
(OECD).2

While some of Al-related risks may be catastrophic,®> most, we assume, can be
managed. A study by MIT identified 1,600 different types of risks, with 41 percent
attributed to Al systems (versus 39 percent to humans), 62 percent occurring
post-deployment, and 34 percent deemed intentional.* What remains missing
in these discussions is a deep understanding of the boundary conditions of Al
system effects.

A risk for an AIS security breach may be negligible, but for a person with
limited resources, a theft of their life income through interaction on a social
media platform would be catastrophic. AIS has the ability to move from one
system—chatting with a friend on social media, to impacting sensitive data
like financial information or a credit score. This is because more and more Al
products and services are getting connected to each other in the background.
When you design or deploy, or use an AlS, you need to understand what you are
willing to give up. In the hurry to use the service, you could trade your privacy
by blindly accepting the terms of reference (TOR). From an AIS owner’s point
of view, you willingly trade poor consumer legal literacy for the advantages of
engagement and convenience. A risk-based approach alone is insufficient to
achieve responsible Al; transparency on the trade-offs at each decision stage is
equally critical.


https://www.oecd.org/en/topics/sub-issues/ai-risks-and-incidents.html
https://mitsloan.mit.edu/ideas-made-to-matter/new-database-details-ai-risks
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A policy trade-off can be defined as a deliberate choice regarding what we
are willing to relinquish to achieve responsible Al. For example, the 1 percent
increase in productivity Al promises could correspond to a 0.3 percent job loss
(approximately 2.5-14 percent of total employment).> For a policymaker, this
could have spillover effects on the economy—more funding required for social
security, greater likelihood of old age poverty, depression due to the uncertainty
of job security, or less financial ability to invest in a fifteen-year loan to buy a home.
It could also mean harvesting employee data that eventually renders their roles
redundant. Such deep and deliberate considerations demand systems thinking.

Unlike risks—which represent probabilities—trade-offs involve conscious or
unconscious choices. Responsible AlS decision-making requires transparency in
articulating these trade-offs. As highlighted in a RAND study, thoughtful design
across the entire lifecycle is essential; we must focus on the problem, not the
technology.®

This paper uses seven scenarios to illustrate systems thinking and trade-offs
in AIS design and governance. Each scenario was mapped to Sustainable
Development Goals (SDGs). The following section provides brief summaries of
each.



https://www.rand.org/content/dam/rand/pubs/research_reports/RRA2600/RRA2680-1/RAND_RRA2680-1.pdf
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3.
|

Scenarios

3.1 Al-First National Strategy
SDGs 4,9, 11,12, 16, and 17

Although the scenario presented was hypothetical, it reflects a growing trend
towardnational Al-firststrategies. Exhibit 1 illustrates theresulting fragmentation
of Al policies worldwide. At the global level, there remains no alignment across
national strategies in terms of timelines, funding, talent development, research
priorities, manufacturing, trade, or economic partnerships. Most existing ethics
frameworks are non-binding.

So can a country fulfill an Al-first policy amid such fragmentation? If AIS is a
combination of hardware, software, and data, does any country own all the
building blocks to create an Al-first strategy? If they do not own all the building
blocks, this raises interesting questions on posturing, fragility, and resource
requirements. What governments need to avoid in a post-pandemic debt
scenario is the elephant in the room—a national Al strategy that consumes vast
resources and becomes too big to fail.

Al-First: Fragmented

National sovereign Al/data ©Dr. Melodena Stephens (2025)
policy and regulation

Exhibit 1. Al-first national strategies and their fragmentation (Source: Compiled by Dr. Melodena Stephens)
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AlS depends first on hardware, which in turn relies on critical mineral resources—
including rare earth minerals like lithium, cobalt, or cadmium. These materials
are not only essential to the silicon chip that powers computers, data centers,
autonomous cars, and mobile phones but also to supporting infrastructure like
energy systems, satellites, and lithium batteries used in electric vehicles (EVs).

As global demand for these scarce minerals continues to grow, their supply
chains remain highly vulnerable to disruption. Developing an Al-first strategy
becomes increasingly challenging when nations lack access to or control over
the rare earth minerals that underpin the AIS hardware technology stack.
These resources are geographically dispersed, with China currently dominating
extraction and refining.”

Even at the next stage of silicon chip production, no single country manages
the entire manufacturing process domestically. Components often traverse
multiple countries and production stages before final assembly. For instance, it is
estimated that the components of an Apple iPhone collectively travel a distance
equivalent to a round trip to the moon.®

Moreover, the success of any national AIS economy depends heavily on data
flows. Software uses data and finds opportunities for its monetization through
the flow of data. A nation cannot achieve sustained global economic returns
from Al if data remains localized or siloed. According to Thales, 71 percent of
internet activity consists of API calls (software systems communicating with one
another to enable continuous data exchange).? These many layers of software
and the need to connect different data sets create its own vulnerability—-often
seen in cybersecurity issues, software failures, and other harms mentioned in
the MIT Risk report.

During the workshop, participantsexploredascenarioinwhichanation'sinternet
infrastructure collapses due to the vulnerabilities in data systems, compromised
hardware (with potential backdoors), and software bugs. These were all plausible
scenarios. The exercise identified several trade-offs, as summarized in exhibit 2.

Exhibit 2. Trade-offs in an Al-first national strategies
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3.2 Autonomous Cars
SDGs 9, 11,12, and 16

Autonomous cars are often portrayed as environmentally friendly and safer
than human drivers. However, these vehicles—being AlS—generate and process
enormous amounts of data, approximately twenty-five gigabytes per hour or
more than three hundred terabytes annually.® This data must be stored in
energy-intensive data centers, raising sustainability concerns.

The scenario discussed involved a buyer who invested in an autonomous car
certified at level 2 rather than level 5 (fully autonomous). Under the terms and
conditions, the driver was still required to keep their hands on the steering wheel.
In one real-world case, an accident occurred when the vehicle automatically
disengaged its “autopilot” system just seconds before the crash—a programmed
safety feature.”

The resulting trade-offs included misleading marketing terminology (“autopilot”)
versus driver responsibility, consumer awareness of legal implications versus
human liability, and company values versus product safety.

3.3 Personalized Education
SDGs 4, 8,12, and 16

Globally, many governments are integrating Al into national education systemes,
beginning at the primary and secondary levels. Singapore has developed an Al
ethics guideline for education” while China launched “The Guide to Artificial
Intelligence General Education in Primary and Secondary Schools"*—part of its
extended 2030 IT education plan. China aims to fully implement this framework
by 2030, and the estimated market size for Al and education is US$3.3 billion.*

In the United States, Al in education was elevated to a national priority through
a 2025 Executive Order,” backed by substantial private investments from
companiessuch as Google, Microsoft,and NVIDIA.'®" Similarly, the UAE allocated
US$245 billion (2025-2028) toward Al initiatives in education and health.’® India
established a Centre of Excellence in Al for education with a US$60 million
budget,® and Australia committed US$1.6 billion over four years beginning in
2018 to support Al adoption in its education sector.?°

One of the most widely promoted innovations is the personalized Al tutor. In
our scenario, students grew up in an Al-enabled learning environment. Years
later, one of them struggled to find employment. Throughout her education,
the AIS had silently harvested her data and used it for predictive analysis. Her
job application was ranked low by an algorithmic hiring system (see exhibit 3).

10
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This scenario reflects a broader pattern of technological “displacement,” as
AlS increasingly replicates and replaces human skills or techniques that once
required years to master.?"?? Here, in this scenario, learning data becomes labor
data. The logic parallels existing examples of data-driven profiling that spill
across industries, such as credit scoring or predictive policing. One concerning
precedent is NarxCare, a system that analyzes narcotic-use data from pharmacy
databases. Itsintegration in hospitals with law enforcement agencies reportedly
led to patient discrimination and denial of care.®

Key trade-offs identified in this scenario include customized learning versus
privacy, and child data monetization versus child rights protection. It raises
very interesting questions on child labor, rights of a child to privacy, right
to employment, and child well-being. The fine line between “education,”
“exploitation,” and “empowerment” gets harder to see.

1
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Exhibit 3 (conceptual mockup). Personalized education data being used for hiring decisions

3.4 Chatbots
SDGs 3,9, 11, 12, 16, and 17

Since the launch of ChatGPT in 2022, a new generation of chatbots has emerged.
These systems, designed to mimic human conversation and mirror user
interests and desires, can foster emotional resonance but also risk creating echo
chambers, social isolation, and increasing dependency.

A recent MIT study found that individuals using ChatGPT for only four months
exhibited lower cognitive functioning across neural, linguistic, and behavioral
dimensions.?* Because these systems employ gamified reinforcement
mechanisms, they can trigger addiction-like behavior. The World Health
Organization (WHO) classified compulsive gaming as a psychiatric disorder in
June 2018 (after twelve months of symptom observation)? but no equivalent
recognition yet exists for chatbot addiction.

Chatbots are deliberately engineered to maximize engagement. Numerous
cases of social alienation—and in extreme cases, suicide—have been linked to
excessive reliance on conversational AIS. We are facing a barrage of problems
(see exhibit 4). The trade-offs identified include convenience versus cognitive
effort and anthropomorphism (attributing human qualities to AIS) versus
genuine empathy.

12
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Exhibit 4. Chatbot empathy gap (Source: Compiled by Dr. Shruti Shankar Gaur)

3.5 E-Waste
SDGs 3,9, 12, 14, 16, and 17

AlS depends heavily on hardware—but what happens when that technology
becomes obsolete? This phenomenon, known as technology obsolescence,
includes physical components, the software, and the data of AIS. Migrating
operations to the “cloud” merely shifts the hardware burden to another part
of the supply chain, which is often invisible to the user who is unaware of the
sustainability issues behind the scenes.

A recent study shows that utility plants have a forty-year technology lifecycle
while their computer processors last only three to seven years (extendable
through maintenance contracts).?® As obsolescence accelerates, organizational
vulnerability increases.?” With the proliferation of AIS—from toys?® and chatbots
to industrial applications—e-waste is accumulating at both household and
industrial levels.

In 2025, there were an average of four smart or connected devices (loT) per
person worldwide, a figure expected to double within a decade.?® Autonomous
cars, discussed earlier, further contribute to this footprint: fifty vehicles driving six
hours daily can generate 1.6 petabytes of sensor data per day—enough data to fill
over one hundred football fields with 1 gigabyte flash drives!*° Very often, most of

13
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this data is stored in hyperscalers—these data centers’ electricity consumption
equals that of fifty thousand homes.*

The growing demand for Al compute is projected to reach US$7 trillion,?
excluding additional costs from obsolescence and hardware replacement.
Global e-waste generation is rising five times faster than formal recycling
efforts. Roughly four billion kilograms of critical minerals are embedded in this
waste, and twice as much e-waste is illegally exported—primarily to Africa and
Southeast Asia.*

How does this matter? In our scenario, rising toxic contamination from e-waste—
such as mercury poisoning through food consumption—became a central
concern. Unfortunately, we are still globally focused on carbon or greenhouse
gases (GHG) without recognizing that the growing e-waste problem could pose
an even greater environmental and health threat* in the future. It was noted
in exhibit 1 that none of the Al-first national strategies include e-waste
recycling. Some trade-offs for the scenario are listed in exhibit 5.

Exhibit 5. Trade-offs in AlS e-waste

3.6 Personalized Health
SDGs 3, 4,9, 16, and 17

Another key scenario explored the use of AIS for personalized health, driven
largely by the expansion of DNA databases. Both governments and private
entities are building vast genomic repositories for analysis, sequencing,
diagnosis, and treatment (see exhibit 6). In one hypothetical case, a patient’s
genomic data was hacked, resulting in death—and a subsequent liability
dispute.

Exhibit 6. Private human DNA banks and privacy concerns

14
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Despite recent widespread media attention about Al “matching human
intelligence,” this phenomenon is not new. When IBM'’s Watson was launched
for cancer diagnostics, IBM invested US$4 billion in acquiring companies with
extensive medical data (billing,imaging, and patient records). In 2016, outlets like
Futurism claimed, “IBM’s Watson Al Recommends Same Treatment Doctors in
99% of Cancer Cases.”> By 2021, however, Watson Health was sold to a private
equity company after reports revealed system errors, including false positives.
We often call these errors as hallucinations when we speak of ChatGPT. A false
positive is when a patient is identified as having cancer when they do not.

This raises questions about fact-checking, human-in-the-loop versus media
sensationalism, transparency in AlS performance metrics, and data privacy in
sensitive sectors like health. Al is often positioned as a solution to the global
healthcare workforce shortage identified by the World Health Organization.*®
Yet one Polish study, into Al-assisted cancer diagnosis, reveals doctors reliant
on AIS lose some of their ability to identify cancer (deskilling trade-off).*” There
are not enough discussions on the obsolescence of skills (versus jobs). The other
trade-offs the group identified are listed here in exhibit 7.

Exhibit 7. Trade-offs in healthcare (selected)

3.7 Virtual Gaming, Metaverse, and Similar Technologies
SDGs 3, 8, 9, 12,16, and 17

In the final scenario, we examined a household case where a child—within the
acceptable age limit—used a virtual reality (VR) headset. Such devices collect
extensive biometric and behavioral data,*®® and the sophistication of profiling
technologies is rapidly increasing.

In 2020, researchers correctly identified 95 percent of users from a dataset of
500 individuals using under five minutes of motion-tracking data.*® By 2024,
in a sample of more than 55,500 users, identification accuracy reached 94.33
percent with just one hundred seconds of VR data, and 73.20 percent with only
ten seconds.4®

15
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An added concern arises when other family members—such as a younger
sibling—enter the device's line of sight, inadvertently having their data captured.
The parents and brother invited strangers into their home with smart devices.
As documented by the Council of Europe, such unintended surveillance raises
serious human rights issues in the metaverse.*

In our scenario, the child’'s data was illicitly sold to a data broker, later misused
to create a deepfake video distributed as child pornography. Currently, 98
percent of deepfake content online is pornographic.“> We have not explored
the impact of this discovery on the child or the parents, many years from now.
The global data brokerage industry, valued at US$200 billion and comprising
over four thousand players,* includes a lot of Fortune 500 companies such as
Experian, Equifax, Acxiom, Oracle America, CorelLogic, and Epsilon.

Despite some organizations halting Al projects (42 percent, per S&P Global
Market Intelligence),** data harvesting persists through third-party supply

chains*® and consumer loyalty programs that obscure consent through
ambiguous terms and conditions.“®* The trade-offs are illustrated in exhibit 8.

Exhibit 8. Trade-offs in virtual gaming

16
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Policy Discussion: Highlights

Several policy discussions emerged that warrant closer attention—each aligning
with the Sustainable Development Goals (SDGs) and the Universal Declaration
of Human Rights (UDHR).

Al Literacy for Policymakers Using Systems Thinking: Global AIS
governance requires policymakers who think systemically and can
be transparent about trade-offs—both short- and long-term. A broad,
generational perspective is needed to recognize emerging harms beyond
the narrow lens of legal terminology and jurisdiction. Al continues to move
across industries and scale at a pace that far outstrips regulatory processes.

Al Literacy at Society Level: AIS calls for large-scale public education on
the technology’s functions, safety, and trade-offs—alongside awareness
of user duties and responsibilities (as outlined in UDHR Article 10). Given
the ongoing challenges in managing social media platforms (which
themselves rely on AlS), this need for literacy becomes even more urgent.

Reinforce AIS Diplomacy: Diplomacy around AlIS—including bilateral
agreements on rare earth minerals, data, talent, intellectual property, and
recycling—will only increase in importance. AIS soft power is emerging
as a new form of geopolitical influence, with much of this power now
concentrated in the private sector.

Balancing Trade-Offs in Sensitive Populations: For instance, the right
to education (UDHR Article 2) must be balanced with responsible data
collection and related trade-offs. Children, in particular, should have the
right to erasure of personal data—not merely the right to be forgotten.
Even juvenile criminal records can be sealed, yet digital footprints and
biometric data remain permanently traceable in today’'s world of social
media, photo regressions, and loT-driven surveillance. This growing risk is
inadequately addressed and also tied to UDHR Article 8.

17
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AIS and Obsolescence of Skills: As Al increasingly automates tasks,
the potential obsolescence of human skills presents significant policy
implications. We must critically assess what should be delegated to Al—
and why. Yet research funding for understanding these impacts remains
limited.

The Right to Well-Being: AIS directly affects mental health and well-
being, connecting to SDGC 3 and UDHR Article 5 (security) and 25 (adequate
health). Although awareness of these psychological effects is growing,
effective interventions must occur at the whole-of-society level.

AIS and Neurorights: The emerging concept of neurorights—the right to
cognitive liberty and mental privacy—Ilinks closely to UDHR Article 9, which
upholds freedom of thought. As neurotechnology and brain-computer
interfaces advance, this principle will become foundational to responsible
AlS design as reinforced by the global adoption of UNESCO'’s Ethics of
Neurotechnology in November 2025.

Right to a Healthy Natural Environment: AIS also impacts the natural
environment. Policymakers must move beyond current carbon and
water debates related to data centers to confront the broader ecological
consequences of increased AIS consumption. The mounting e-waste
crisis—reminiscent of the CFC challenge in the industrial era*—poses
severe health and sustainability risks. If left unaddressed, the toxic
byproducts of AlS could echo earlier global environmental failures.

Greater Transparency on Data Privacy Laws and Rights and Their
Implementation: This aligns with UN SGD 16 and UHDR Articles 9 and
13, as well as Article 17 of the International Covenant on Civil and Political
Rights (ICCPR). Policymakers must not only codify but also operationalize
privacy protections, ensuring they translate into enforceable digital rights.

18
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5.

A Call to Action

Awareness is key. Al literacy must be cultivated at both societal and individual
levels. Without it, building safe, trustworthy, and responsible Al is impossible.
Importantly, using Al should remain a matter of choice, not compulsion.

Policymakers must also acknowledge that AIS fragmentation means no single
country or company will ever fully own an end-to-end solution. This structural
fragmentation inherently produces transparency gaps and vulnerabilities.

Giventhiscomplexity, responsible AISmustadoptasystems-thinking approach—
one that examines trade-offs, not just risks. Trade-offs represent deliberate
decisions that prioritize certain values—such as power, profits, or efficiency—in
the short-term, often at the expense of privacy, sustainability, or equity in the
long-term. These decisions need to be surfaced and made explicit.

Furthermore, the purpose of AlS—and its contribution to social cohesion and
workforce evolution—must remain central to policymaking. The obsolescence
of human skills, if unaddressed, risks deepening inequality.

Finally, the fragmented value chain of AIS complicates ongoing geopolitical
debates on inclusivity and fairness. Achieving alignment on a shared human-
centered purpose and set of ethical values is essential if we are to co-create a
future guided by responsible Al systems.

19



Al Trade-Offs: A Systems Lens on Decision-Making

Authors:

Dr. Melodena Stephens

Dr. Melodena Stephens is Professor of Innovation and Technology Governance
at the Mohammed Bin Rashid School of Government in Dubai, with over
three decades of corporate, academic, and consulting experience across Asia,
Europe, and the Middle East. A recognized expert in science, technology,
and innovation (STI) policy and frontier tech governance, she has advised
global organizations and governments on Al, SynBio, Agile Government, and
Anticipatory Governance. Founder of the Academy of International Business—
MENA Chapter, Dr. Stephens has authored over 200 publications and 13 books,
including Al-Enabled Business: A Smart Decision Kit, advancing global dialogue
on responsible innovation and governance. She blogs at www.melodena.com.

Dr. Shruti Shankar Gaur

Dr.ShrutiShankar Gauristhe founder of RIEDU and a global visionaryininclusion
and diversity leadership. With a PhD in inclusive education and honors from
India’s Ministry of Human Resource Development, she is reimagining learning
for an Al-driven world through initiatives like the Young Editors Program,
Project PoleStar, Diversive Beings, and The Marshmallow. A published poet
and advocate for humane, inclusive pedagogy, Dr. Gaur brings her thought
leadership to platforms such as the G20, WEF, Cannes Lions, and UNGA. She has
also led cross-sectoral impact projects with The Digital Economist and has co-
founded Being Diversive to promote belonging and inclusion across industries.

20


https://www.linkedin.com/in/melodena-stephens/
https://www.linkedin.com/in/drshrutishankargaur/

Al Trade-Offs: A Systems Lens on Decision-Making

Jose Luis Carvalho

Jose Luis Carvalho is the Executive Director of The Digital Economist’'s Center
of Excellence on the Human-Centered Global Economy, with more than 25
years of experience in services, consulting, and technology. He is dedicated to
advancing responsible innovation and Al adoption, focusing on solutions that
empower people, businesses, and society while strengthening organizational
effectiveness. With a career spanning business development, organizational
management, and activation of innovation, he brings a human-centered lens
to disruptive technologies, advocating for ethical engagement and sustainable
global transformation. Jose is also the co-founder and Managing Partner of
the Value Al Institute, and advises businesses and startups on Al Strategy and
Business scaling.

Imen Ameur

Imen Ameur is a strategic and impact-driven leader at the intersection of Al
governance, technology policy, and ethical innovation. With a background
spanning economics, healthcare, higher education, and public-sector
transformation, she bridges academia, research, industry, and policy to advance
responsible and inclusive digital transformation. She serves as Senior Executive
Fellow at The Digital Economist, Professor of Practice at Hult International
Business School, and Vice President of Innovation and Head of the Scientific
Committee at Cluster Digital Africa (CDA). Her cross-continental work connects
ecosystemstodrive collaboration, impact, and value creation through emerging
technologies and innovation. Over the years, Imen has made a proven impact
across renowned organizations—whether through founding and directing the
Hult Founders Lab, teaching at Columbia University, contributing to research
at the Harvard Kennedy School, working at renowned organizations such as
Microsoft, Al Consulting, Neuledge, and the European Investment Bank. A
dedicated mentor to emerging entrepreneurs and innovators, she serves as a
trusted advisor advancing ethical Al, digital equity, and sustainable progress
toward the UN SDGs.

21


https://www.linkedin.com/in/joseluiscarvalho/
https://www.linkedin.com/in/imenameur/

Al Trade-Offs: A Systems Lens on Decision-Making

References:

1. UNCTAD. 2024. “2025 Technology and Innovation Report.” Available https:/unc-
tad.org/publication/technology-and-innovation-report-2025.

2. OECD. 2025. “Al Risks and Incidents.” Available https://www.oecd.org/en/topics/
sub-issues/ai-risks-and-incidents.html.

3. Center for Al Safety. 2024. “An Overview of Al Catastrophic Risks.” Available
https://safe.ai/ai-risk.

4. MIT. 2025. “The Al Risk Repository.” Available https://airisk.mit.edu/blog/new-ver-
sion-of-the-ai-risk-repository-preprint-now-available.

5. MIT. 2025. “The Al Risk Repository.” Available: https://airisk.mit.edu.

6. RAND. 2024. “The Root Causes of Failure for Al Projects and How They Can Suc-
ceed.” Available https://www.rand.org/pubs/research_reports/RRA2680-1.html.

7. 1IEA. 2025. “Global Critical Minerals Outlook.” Available https://iea.blob.corewin-
dows.net/assets/ef5e9b70-3374-4caa-ba9d-19¢c72253bfc4/GlobalCriticalMineral-
sOutlook2025.pdf.

8. Wired. 2016. “Your iPhone’s 500,000-Mile Journey to Your Pocket.” Available
https:/www.wired.com/2016/04/iphones-500000-mile-journey-pocket/.

9. Thales Cybersecurity Imperva. 2025. “The State of API Security in 2024." Avail-
able https://www.imperva.com/resources/resource-library/reports/the-state-of-
api-security-in-2024/.

10. Kdespagniqgz. 2022. “Connected Cars Will Send 25 Gigabytes of Data to the
Cloud Every Hour.” Available https://qz.com/344466/connected-cars-will-send-
25-gigabytes-of-data-to-the-cloud-every-hour.

11. National Highway Traffic Safety Administration. 2022. Available https:.//static.
nhtsa.gov/odi/inv/2022/INOA-EA22002-3184.PDF.

12. Singapore. 2025. “Al in Education Ethics Framework.” https://www.learning.moe.
edu.sg/ai-in-sls/responsible-ai/ai-in-education-ethics-framework/.

13. UNESCO. 2025. “China Is Embracing Al in Education. How Are Principals Cop-
ing?” Available https://world-education-blog.org/2025/09/04/china-is-embrac-
ing-ai-in-education-how-are-principals-coping/.

14. Grand View. 2025. “China Al in Education Market Size and Outlook, 2024-2030."
Available https://www.grandviewresearch.com/horizon/outlook/ai-in-educa-
tion-market/china.

15. White House. 2025. “Advancing Artificial Intelligence Education for American
Youth.” Available https:/Mww.whitehouse.gov/presidential-actions/2025/04/ad-
vancing-artificial-intelligence-education-for-american-youth/.

16. NVIDIA. 2025. “NVIDIA Pledges Al Education Funding for K-12 Programs.” Avail-
able https://blogs.nvidia.com/blog/ai-education-k-12/.

22


https://unctad.org/publication/technology-and-innovation-report-2025
https://unctad.org/publication/technology-and-innovation-report-2025
https://www.oecd.org/en/topics/sub-issues/ai-risks-and-incidents.html
https://www.oecd.org/en/topics/sub-issues/ai-risks-and-incidents.html
https://safe.ai/ai-risk
https://airisk.mit.edu/blog/new-version-of-the-ai-risk-repository-preprint-now-available
https://airisk.mit.edu/blog/new-version-of-the-ai-risk-repository-preprint-now-available
https://airisk.mit.edu
https://www.rand.org/pubs/research_reports/RRA2680-1.html
https://iea.blob.core.windows.net/assets/ef5e9b70-3374-4caa-ba9d-19c72253bfc4/GlobalCriticalMineralsOutlook2025.pdf
https://iea.blob.core.windows.net/assets/ef5e9b70-3374-4caa-ba9d-19c72253bfc4/GlobalCriticalMineralsOutlook2025.pdf
https://iea.blob.core.windows.net/assets/ef5e9b70-3374-4caa-ba9d-19c72253bfc4/GlobalCriticalMineralsOutlook2025.pdf
https://www.wired.com/2016/04/iphones-500000-mile-journey-pocket/
https://www.imperva.com/resources/resource-library/reports/the-state-of-api-security-in-2024/
https://www.imperva.com/resources/resource-library/reports/the-state-of-api-security-in-2024/
https://qz.com/344466/connected-cars-will-send-25-gigabytes-of-data-to-the-cloud-every-hour
https://qz.com/344466/connected-cars-will-send-25-gigabytes-of-data-to-the-cloud-every-hour
https://static.nhtsa.gov/odi/inv/2022/INOA-EA22002-3184.PDF
https://static.nhtsa.gov/odi/inv/2022/INOA-EA22002-3184.PDF
https://www.learning.moe.edu.sg/ai-in-sls/responsible-ai/ai-in-education-ethics-framework/
https://www.learning.moe.edu.sg/ai-in-sls/responsible-ai/ai-in-education-ethics-framework/
https://world-education-blog.org/2025/09/04/china-is-embracing-ai-in-education-how-are-principals-coping/
https://world-education-blog.org/2025/09/04/china-is-embracing-ai-in-education-how-are-principals-coping/
https://www.grandviewresearch.com/horizon/outlook/ai-in-education-market/china
https://www.grandviewresearch.com/horizon/outlook/ai-in-education-market/china
https://www.whitehouse.gov/presidential-actions/2025/04/advancing-artificial-intelligence-education-for-american-youth/
https://www.whitehouse.gov/presidential-actions/2025/04/advancing-artificial-intelligence-education-for-american-youth/
https://blogs.nvidia.com/blog/ai-education-k-12/

Al Trade-Offs: A Systems Lens on Decision-Making

17. The White House. 2025. “Major Organizations Commit to Supporting Al Educa-
tion.” https:/Mww.whitehouse.gov/articles/2025/09/major-organizations-com-
mit-to-supporting-ai-education/.

18. Kumar, P. 2025. “UAE's $245bn Budget to Focus on Al, Education and Health.”
Available https:/Mwww.agbi.com/finance/2025/07/uaes-245bn-budget-to-focus-
on-ai-education-and-health/.

19. India Al. 2025. “Union Budget 2025-26: Centre Allocates X500 Crore for Al Cen-
tre of Excellence in Education.” Available https://indiaai.gov.in/news/union-bud-
get-2025-26-centre-allocates-500-crore-for-ai-centre-of-excellence-in-educa-
tion.

20.Digital Trade and Data Governance Hub. 2018. “Australia Al Strategy.” Available
https:/datagovhub.elliott.gwu.edu/australia-ai-strategy/.

21. BCG. 2024. “Where's the Value in Al?” Available https:/www.bcg.com/publica-
tions/2024/wheres-value-in-ai.

22. Goldman Sacks. 2025. “How Will Al Affect the Global Workforce?"” Available
https://Mwww.goldmansachs.com/insights/articles/how-will-ai-affect-the-global-
workforce.

23. Szalavitz, M. 2021. “The Pain Was Unbearable. So Why Did Doctors Turn Her
Away?" Wired. Available https:/www.wired.com/story/opioid-drug-addiction-al-
gorithm-chronic-pain/.

24.MIT Study. 2025. “Your Brain on ChatGPT: Accumulation of Cognitive Debt
When Using an Al Assistant for Essay Writing Task.” Available https:/Mmww.me-
dia.mit.edu/publications/your-brain-on-chatgpt/.

25. WHO. 2025. “WHO Gaming Disorder.” Available https://www.who.int/standards/
classifications/frequently-asked-questions/gaming-disorder#:~text=Gam-
ing%20disorder%20is%20defined%20in,the%20extent%20that%20gaming%20
takes.

26. Kearney. 2025. “Defending Tomorrow: Managing Technology Obsolescence in
Defense Systems.” Available https:/MWwww.kearney.com/industry/aerospace-de-
fense/article/defending-tomorrow-managing-technology-obsolescence-in-de-
fense-systems.

27. SAP Technology Obsolescence. Available https:/mwww.leanix.net/en/wiki/trm/
what-is-technology-obsolescence.

28. Mahdawi, A. 2025. “‘I Love You Too!" My Family’'s Creepy, Unsettling Week with
an Al Toy.” Available https:/Mmwww.theguardian.com/technology/2025/sep/16/i-
love-you-too-my-familys-creepy-unsettling-week-with-an-ai-toy.

29. RCR Wireless News. 2025. “loT to More Than Double Over Next Decade—as
“Major Demand Centre.” Available https:.//www.rcrwireless.com/20250612/inter-
net-of-things/iot-double-transforma; UnipolTech. 2025. “loT 20 Billion Connect-
ed Devices by 2025." Available https://www.unipoltech.com/en/news/iot-30-bil-
lion-connected-devices-by-2025.

23


https://www.whitehouse.gov/articles/2025/09/major-organizations-commit-to-supporting-ai-education/
https://www.whitehouse.gov/articles/2025/09/major-organizations-commit-to-supporting-ai-education/
https://www.agbi.com/finance/2025/07/uaes-245bn-budget-to-focus-on-ai-education-and-health/
https://www.agbi.com/finance/2025/07/uaes-245bn-budget-to-focus-on-ai-education-and-health/
https://indiaai.gov.in/news/union-budget-2025-26-centre-allocates-500-crore-for-ai-centre-of-excellence-in-education
https://indiaai.gov.in/news/union-budget-2025-26-centre-allocates-500-crore-for-ai-centre-of-excellence-in-education
https://indiaai.gov.in/news/union-budget-2025-26-centre-allocates-500-crore-for-ai-centre-of-excellence-in-education
https://datagovhub.elliott.gwu.edu/australia-ai-strategy/
https://www.bcg.com/publications/2024/wheres-value-in-ai
https://www.bcg.com/publications/2024/wheres-value-in-ai
https://www.goldmansachs.com/insights/articles/how-will-ai-affect-the-global-workforce
https://www.goldmansachs.com/insights/articles/how-will-ai-affect-the-global-workforce
https://www.wired.com/story/opioid-drug-addiction-algorithm-chronic-pain/
https://www.wired.com/story/opioid-drug-addiction-algorithm-chronic-pain/
https://www.media.mit.edu/publications/your-brain-on-chatgpt/
https://www.media.mit.edu/publications/your-brain-on-chatgpt/
https://www.who.int/standards/classifications/frequently-asked-questions/gaming-disorder#:~:text=Gaming disorder is defined in,the extent that gaming takes
https://www.who.int/standards/classifications/frequently-asked-questions/gaming-disorder#:~:text=Gaming disorder is defined in,the extent that gaming takes
https://www.who.int/standards/classifications/frequently-asked-questions/gaming-disorder#:~:text=Gaming disorder is defined in,the extent that gaming takes
https://www.who.int/standards/classifications/frequently-asked-questions/gaming-disorder#:~:text=Gaming disorder is defined in,the extent that gaming takes
https://www.kearney.com/industry/aerospace-defense/article/defending-tomorrow-managing-technology-obsolescence-in-defense-systems
https://www.kearney.com/industry/aerospace-defense/article/defending-tomorrow-managing-technology-obsolescence-in-defense-systems
https://www.kearney.com/industry/aerospace-defense/article/defending-tomorrow-managing-technology-obsolescence-in-defense-systems
https://www.leanix.net/en/wiki/trm/what-is-technology-obsolescence
https://www.leanix.net/en/wiki/trm/what-is-technology-obsolescence
https://www.theguardian.com/technology/2025/sep/16/i-love-you-too-my-familys-creepy-unsettling-week-with-an-ai-toy
https://www.theguardian.com/technology/2025/sep/16/i-love-you-too-my-familys-creepy-unsettling-week-with-an-ai-toy
https://www.rcrwireless.com/20250612/internet-of-things/iot-double-transforma
https://www.rcrwireless.com/20250612/internet-of-things/iot-double-transforma
https://www.unipoltech.com/en/news/iot-30-billion-connected-devices-by-2025
https://www.unipoltech.com/en/news/iot-30-billion-connected-devices-by-2025

Al Trade-Offs: A Systems Lens on Decision-Making

30.NVIDIA. 2020. “Step Inside Our Al Garage: NVIDIA Experts Present Insights into
Self-Driving Software and Infrastructure.” Available https://blogs.nvidia.com/
blog/gtc-digital-self-driving-ai-infrastructure/.

31. MIT. 2022. “The Staggering Ecological Impacts of Computation and the Cloud.”
Available https://thereader.mitpress.mit.edu/the-staggering-ecological-im-
pacts-of-computation-and-the-cloud/.

32. McKinsey. 2025. “The Cost of Compute: A $7 Trillion Race to Scale Data Centers.”
Available https://www.mckinsey.com/industries/technology-media-and-tele-
communications/our-insights/the-cost-of-compute-a-7-trillion-dollar-race-to-
scale-data-centers.

33. Unitar. 2025. “Global E-Waste Monitor 2024 Electronic Waste Rising Five Times
Faster Than Documented E-Waste Recycling.” Available https://unitar.org/about/
news-stories/press/global-e-waste-monitor-2024-electronic-waste-rising-five-
times-faster-documented-e-waste-recycling.

34.Honda, S. and Li, J. 2008. “Mercury in E-Waste.” Tech Monitor. Available https.//
nswai.org/docs/Mercury%20in%20e-waste.pdf.

35. Futurism. 2016. “IBM’s Watson Al Recommends Same Treatment as Doctors in
99% of Cancer Cases.” Available https:/futurism.com/ibms-watson-ai-recom-
mends-same-treatment-as-doctors-in-99-of-cancer-cases .

36.. WHO Health Workforce at #WHA78. Available https:/Mww.who.int/teams/
health-workforce/3.

37.. Budzyn, Krzysztof et al. 2025. “Endoscopist Deskilling Risk After Exposure to
Artificial Intelligence in Colonoscopy: A Multicentre, Observational Study.” The
Lancet Gastroenterology & Hepatology 10 (10): 896-903.

38.. [EEE. 2024. “Truth in Motion: The Unprecedented Risks and Opportunities
of Extended Reality Motion Data.” Available https://ieeexplore.ieee.org/docu-
ment/10319876.

39. Miller et al. 2020. “Personal Identifiability of User Tracking Data During Observa-
tion of 360-Degree VR Video.” Available https://www.researchgate.net/publica-
tion/346026108_Personal_identifiability_of user_tracking_data_during_observa-
tion_of _360-degree_VR_video.

40.Nair et al. 2024. "Unique Identification of 50,000+ Virtual Reality Users from
Head and Hand Motion Data.” Available https://www.usenix.org/system/files/
usenixsecurity23-nair-identification.pdf.

41. Council of Europe and IEEE. 2024. “The Metaverse and Its Impact on Hu-
man Rights, the Rule of Law and Democracy. Available https://rm.coe.int/
the-metaverse-and-its-impact-on-human-rights-the-rule-of-law-and-
democ/1680b178b0.

42.Security Hero. 2023. “2023 State of Deepfakes.” Available https:/Mwww.security-
hero.io/state-of-deepfakes/#tkey-findings.

24


https://blogs.nvidia.com/blog/gtc-digital-self-driving-ai-infrastructure/
https://blogs.nvidia.com/blog/gtc-digital-self-driving-ai-infrastructure/
https://thereader.mitpress.mit.edu/the-staggering-ecological-impacts-of-computation-and-the-cloud/
https://thereader.mitpress.mit.edu/the-staggering-ecological-impacts-of-computation-and-the-cloud/
https://www.mckinsey.com/industries/technology-media-and-telecommunications/our-insights/the-cost-of-compute-a-7-trillion-dollar-race-to-scale-data-centers
https://www.mckinsey.com/industries/technology-media-and-telecommunications/our-insights/the-cost-of-compute-a-7-trillion-dollar-race-to-scale-data-centers
https://www.mckinsey.com/industries/technology-media-and-telecommunications/our-insights/the-cost-of-compute-a-7-trillion-dollar-race-to-scale-data-centers
https://unitar.org/about/news-stories/press/global-e-waste-monitor-2024-electronic-waste-rising-five-times-faster-documented-e-waste-recycling
https://unitar.org/about/news-stories/press/global-e-waste-monitor-2024-electronic-waste-rising-five-times-faster-documented-e-waste-recycling
https://unitar.org/about/news-stories/press/global-e-waste-monitor-2024-electronic-waste-rising-five-times-faster-documented-e-waste-recycling
https://nswai.org/docs/Mercury in e-waste.pdf
https://nswai.org/docs/Mercury in e-waste.pdf
https://futurism.com/ibms-watson-ai-recommends-same-treatment-as-doctors-in-99-of-cancer-cases
https://futurism.com/ibms-watson-ai-recommends-same-treatment-as-doctors-in-99-of-cancer-cases
https://www.who.int/teams/health-workforce/3
https://www.who.int/teams/health-workforce/3
https://ieeexplore.ieee.org/document/10319876
https://ieeexplore.ieee.org/document/10319876
https://www.researchgate.net/publication/346026108_Personal_identifiability_of_user_tracking_data_during_observation_of_360-degree_VR_video
https://www.researchgate.net/publication/346026108_Personal_identifiability_of_user_tracking_data_during_observation_of_360-degree_VR_video
https://www.researchgate.net/publication/346026108_Personal_identifiability_of_user_tracking_data_during_observation_of_360-degree_VR_video
https://www.usenix.org/system/files/usenixsecurity23-nair-identification.pdf
https://www.usenix.org/system/files/usenixsecurity23-nair-identification.pdf
https://rm.coe.int/the-metaverse-and-its-impact-on-human-rights-the-rule-of-law-and-democ/1680b178b0
https://rm.coe.int/the-metaverse-and-its-impact-on-human-rights-the-rule-of-law-and-democ/1680b178b0
https://rm.coe.int/the-metaverse-and-its-impact-on-human-rights-the-rule-of-law-and-democ/1680b178b0
https://www.securityhero.io/state-of-deepfakes/#key-findings
https://www.securityhero.io/state-of-deepfakes/#key-findings

Al Trade-Offs: A Systems Lens on Decision-Making

43 Karpersky. 2025. “How to Stop Data Brokers from Selling Your Personal Data.”
Available https://me-en.kaspersky.com/resource-center/preemptive-safety/how-
to-stop-data-brokers-from-selling-your-personal-information.

44 .ClODive. 2025. Al Project Failure Rates Are on the Rise: Report.” Available
https.//www.ciodive.com/news/Al-project-fail-data-SPGlobal/742590/#:.~:tex-
t=The%20share%200f%20businesses%20scrapping,to%205%26P%20Global%20
Market%20Intelligence.

45.The data brokerage industry is an area with not much oversight.

46.WebFx. 2024. “What Are Data Brokers—and What Is Your Data Worth?" Info-
graphic. Available https:/mwww.webfx.com/blog/internet/what-are-data-brokers-
and-what-is-your-data-worth-infographic/.

47.CFC are man-made and their production into consumer goods like refrigerators
contributed to the ozone hole.

25


https://me-en.kaspersky.com/resource-center/preemptive-safety/how-to-stop-data-brokers-from-selling-your-personal-information
https://me-en.kaspersky.com/resource-center/preemptive-safety/how-to-stop-data-brokers-from-selling-your-personal-information
https://www.ciodive.com/news/AI-project-fail-data-SPGlobal/742590/#:~:text=The share of businesses scrapping,to S%26P Global Market Intelligence
https://www.ciodive.com/news/AI-project-fail-data-SPGlobal/742590/#:~:text=The share of businesses scrapping,to S%26P Global Market Intelligence
https://www.ciodive.com/news/AI-project-fail-data-SPGlobal/742590/#:~:text=The share of businesses scrapping,to S%26P Global Market Intelligence
https://www.webfx.com/blog/internet/what-are-data-brokers-and-what-is-your-data-worth-infographic/
https://www.webfx.com/blog/internet/what-are-data-brokers-and-what-is-your-data-worth-infographic/

< h‘\
oy

About

The Digital Economist, headquartered in Washington, D.C. with offices at One World Trade Center
in New York City, is the world’'s foremost think tank on innovation advancing a human-centered
global economy through technology, policy, and systems change. We are an ecosystem of 40,000+
executives and senior leaders dedicated to creating the future we want to see—where digital
technologies serve humanity and life.

We work closely with governments and multi-stakeholder organizations to change the game: how
we create and measure value. With a clear focus on high-impact projects, we serve as partners of
key global players in co-building the future through scientific research, strategic advisory, and
venture build out.

We engage a global network to drive transformation across climate, finance, governance, and
global development. Our practice areas include applied Al, sustainability, blockchain and digital
assets, policy, governance, and healthcare. Publishing 75+ in-depth research papers annually, we
operate at the intersection of emerging technologies, policy, and economic systems—supported by
an up-and-coming venture studio focused on applying scientific research to today's most pressing
socio-economic challenges.

CONTACT: INFO@THEDIGITALECONOMIST.COM



